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Abstract

We give positive formulas for the restriction of a Schubert Class to a
T-fixed point in the equivariant K-theory and equivariant cohomology of
the Grassmannian. Our formulas rely on a result of Kodiyalam-Raghavan
and Kreiman-Lakshmibai, which gives an equivariant Grobner degenera-
tion of a Schubert variety in the neighborhood of a T-fixed point of the
Grassmannian.
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1

Introduction

The group T of diagonal matrices in GL,,(C) acts on the Grassmannian Grg.y,
with fixed point set indexed by Iy, the d element subsets of {1,...,n}. For
B € Ign, denote the corresponding T-fixed point by eg. The T-equivariant



embedding eg LA G7r4,n induces restriction homomorphisms ¢} in T-equivariant
K-theory and 73; in T-equivariant cohomology:

K3 (Gran) ™S Ki(ep) = R(T) = CiEE,.. £27]
HA(Gran) 25 Hi(eg) = C[t*] = Clty, . .., )

where R(T) is the representation ring of 7' and t is the Lie algebra of T'. The
image of an element z of K}.(Grq.,) or H}(Grg,) under restriction to eg is
denoted by z|c,. The product maps

7(Gran) — H Kr(ep), 2w H 2leg

Belqn B€ldan
7(Grgn) — H Hrp(eg), z+— H 2leg
Belyn BElgn

are both injective. Thus, an element of K5(Grq ) or H3(Gra,) is determined
by its restrictions to all eg, 8 € Iy .

The Schubert varieties of the Grassmannian are in bijection with the T-fixed
points, and thus are also indexed by I ,,. For a € I ,,, denote the Schubert vari-
ety by X, and the corresponding Schubert classes in K. (Grq,,) and H};(Gra,n)
by [Xa]k and [X,]u respectively. In this paper, we obtain positive formulas for
[Xalkle, and [Xa]u |eﬁ, the former formula implies the latter. Our formula for
[Xa]ules is positive in the sense of Graham [Gr01], and is expressed in terms
of three different equivalent indexing sets: families of nonintersecting paths in
Young diagrams, subsets of Young diagrams, and Young tableauz. Our formula
for [X4]«le, is positive in the sense of Griffeth-Ram [GR04b], and is expressed
in terms of set-valued tableauz, which are obtained as unions of Young tableaux.

More generally, for G/B, where G is any complex reductive group, posi-
tive formulas for restrictions of Schubert classes in equivariant cohomology were
obtained by Billey [Bi99] and Andersen-Jantzen-Soergel [AJS94], and positive
formulas for restrictions of Schubert classes in equivariant K-theory were ob-
tained by Graham [Gr02], Willems [Wi06], and Knutson [Kn07]. Our combina-
torial formulas can be deduced directly from these. Indeed, using the formula
by Billey and Andersen-Jantzen-Soergel, Ikeda-Naruse [IN] independently ob-
tained the same restriction formula as ours in the equivariant cohomology of
the Grassmannian. The Tkeda-Naruse formula is expressed in terms of excited
Young diagrams, which are the same as our subsets of Young diagrams. Ikeda-
Naruse [IN] also obtained similar formulas for the symplectic and orthogonal
Grassmannians (see also Ikeda [Ik]).

This paper should be viewed as a continuation of Kodiyalam-Raghavan
[KRO3], Kreiman-Lakshmibai [KLO03], and Kreiman [Kre05]. In particular, our
proofs and formulas rely on results of these papers. The main features of this
approach are a geometric interpretation for the restriction formula in equivari-
ant K-theory, in terms of intersections of coordinate spaces resulting from a
Grobner degeration of local patches in the Grassmannian; the demonstration



of the equivalence of the nonintersecting path family model used by [KRO03],
[KLO03], and [Kre05] (and first appearing in [Kra01l, Kra05]), to other equivalent
combinatorial models, which are in some senses simpler and are similar to other
models in the literature; and the geometric interpretation of set-valued tableaux
in the K-theory formula: set-valued tableaux are formed by taking ‘unions’ of
ordinary Young tableaux, which corresponds geometrically to taking intersec-
tions of coordinate spaces of the Grobner degeneration. The methods and re-
sults of this paper have been extended to the case of Symplectic Grassmannians
by Kreiman [Kre06], by using a Grobner degeneration of Ghorpade-Raghavan
[GRO04a]. Lakshmibai, Raghavan, and Sankaran [LRS06] used the results of
[KRO03], [KL03], and [Kre05] to give a determinantal formula for restrictions of
Schubert classes in the equivariant cohomology of the Grassmannian.

There are other formulas for [X,]x|e, and [Xo]ule,, most of which are non-
positive. Letting G, (r,t) and &,(r,t) denote the double Grothendieck and
double Schubert polynomials [LS82a, LS82b] respectively for a, [Xa]xle,
Ga(B(t),t) and [Xo]ule, = Ga(B(t),t), where on the right sides of both equa-
tions we view « and (§ as Grassmannian permutations rather than d-tuples. Let-
ting d” B and ¢ 5 denote the linear structure constants for products of Schubert
clabses in the equivariant K- theory and equivariant cohomology respectively of
the Grassmannian, [Xq]«le, = da) and [Xolule, = ¢’ w5+ Hence the various for-
mulas for G, (r,t) and S, (r, t) (see [Ber92, BB93, B199 BKTY05, FK94, FK96,
KMY05a, KMYO05b, KMO5, La90, LLT97, LS82a, LS82b, Le04, LRS04, Ma91],
for example) and for ¢ 5 (see [KT03, MS99]) and d_ ; [Mc06] can be used to
compute [Xq]kle, and [ alkles -

We now discuss our methods and results in greater detail.

Grobner Degeneration

As mentioned above, our proof relies on a result of Kodiyalam-Raghavan [KR03],
Kreiman-Lakshmibai [KL03|, and Kreiman [Kre05], which gives an equivariant
Grobner degeneration of a local neighborhood of X, centered at eg to a reduced
union W, g of coordinate subspaces Wi,..., W, of W, an affine space whose
coordinates are characters of T. Thus [Xalule, = >t [Wilu, and by the
inclusion-exclusion principle,

€s

[Xa]K|e,@ = [Wa,slk = Z(_l)j+1 Z Wi, n---n Wij]K

Jj=1 1< <--<i;<q
= g Ng [Wslk,
S

where each Wy is an intersection W; N --- N W;,. The integer coefficient Ng
accounts for the fact that Wg can in general be expressed as an intersection of
W;’s in more than one way. We show combinatorially that Ng = 0, 1, or —1.
Since Wy is itself a coordinate subspace, [Wg]x is easily computed.

Grobner degenerations are used to obtain the double Grothendieck and dou-
ble Schubert polynomials for all permutations by Knutson and Miller [KMO05],



and for vexillary permutations by Knutson, Miller, and Yong [KMY05a], [KMYO05b].
In [KRO3], [KLO03], and [Kre05], only Grassmannians (i.e., Grassmannian per-
mutations) are studied. Because attention is limited to the Grassmannian, it is
possible for the authors to give an explicit Grobner degeneration of local coordi-
nate patches of the T-fixed points. In this paper, the local degeneration results

in the positivity of the restriction formulas.

Combinatorial Models

As mentioned above, we show the equivalence of three combinatorial models:
families of nonintersecting paths on Young diagrams, subsets of Young dia-
grams, and certain Young tableaux. These objects index the subspaces W;
t = 1,...,q. The families of nonintersecting paths appeared first in Kratten-
thaler [Kra01, Kra05] and subsequently in [KR03], [KL03], and [Kre05]. In this
paper, we view the families of nonintersecting paths as living inside an appropri-
ate Young diagram; the subsets of Young diagrams are simply the complemen-
tary boxes. Subsets of Young diagrams are in some respects simpler objects.
They were discovered independently by Ikeda-Naruse[IN], and are quite similar
to RC graphs or reduced pipe dreams [BB93, FK94, KM05] for Grassmannian
permutations.

Although the three models are equally suitable for expressing our equivari-
ant cohomology formula, we find the tableau model to be the simplest one for
deriving and expressing the equivariant K-theory formula. Each [W;]x is natu-
rally indexed by a semistandard Young tableau P;, and each [W;, N---NW; ]«
is naturally indexed by the ‘union” S = P;, U---U P;,, which is a set-valued
tableau. The S for which Ng # 0 are precisely those which are semistandard.

Semistandard set-valued tableaux were introduced by Buch [Bu02], who used
them to give a formula for the linear structure constants for products of Schubert
classes in the K-theory of the Grassmannian. Buch also expressed Grothendieck
polynomials for Grassmannian permutations in terms of semistandard set-valued
tableaux. Knutson, Miller, and Yong [KMY05a, KMYO05b] give several formulas
for double Grothendieck and double Schubert polynomials for vexillary permu-
tations in terms of flagged set-valued tableaux. McNamara [Mc06] describes
factorial Grothendieck polynomials, and structure constants for their products,
in terms of set-valued tableaux.

The paper is organized as follows. In Section 2, we state our formulas for
[Xa]xles and [Xa]kle,. In Section 3, we present basic definitions and properties
of equivariant K-theory and equivariant cohomology for affine spaces and affine
varieties. In Section 4, we give the main arguments for the proof of our formulas
(Proposition 2.2), omitting the proofs of two lemmas. In Sections 5 and 6, we
prove the first of these two lemmas, by translating a result of [KR03], [KL03],
and [Kre05] into the language of semistandard Young tableaux. In Section 7,
we prove the second lemma, which computes Ng.

Acknowledgements. We thank W. Graham, P. Magyar, and M. Shimozono



for helpful discussions and suggestions.

2 Statement of Results

Let d and n be fixed positive integers, 0 < d < n. Let Ig, be the set of
d-element subsets of {1,...,n}, where we always assume the entries of such
a subset are listed in increasing order. We define the complement of o =
{a(1),...,a(d)} € Ij, by o ={1,...,n}\ o and the length of a by I(a) =
(a(1)=1)+-- -+ (a(d)—d). Let Jgn be the set of partitions A = (A1, ..., Aq) such
that n —d > Ay > -+ > A\g > 0. There is a standard bijection 7 : I, — Jan
given by m({a(1),...,a(d)}) = (a(d)—d...,a(l)—1). Let a, 8 € I, be fixed.

The Grassmannian Grq, is the set of all d-dimensional complex sub-
spaces of C". Let {e1,...,e,} be the standard basis for C". Define e, =
Span{eq(1), -+, €a(d)} € Gran. Consider the opposite standard flag, whose i-th
space is F; = Span{e,,...,eén—it+1}, @ = 1,...,n. The Schubert variety X,
(which is sometimes called an opposite Schubert variety) is defined by incidence
relations:

Xo ={V €Grg, | dim(VNF;) >dim(e, N F;),i=1,...,n}.

A Young diagram is a collection of boxes arranged into a left and top
justified array. If the i-th row of a diagram has A\; boxes, ¢ = 1,...,r, then
we say that the shape of the diagram is the partition A = (A1,..., ;). A
set-valued tableau is an assignment of a nonempty set of positive integers to
each box of a diagram. The entries of a set-valued tableau S are the positive
integers in the boxes. If a positive integer occurs in more than one box of S,
then we consider the separate occurrences of the positive integer to be distinct
entries of S. A Young tableau is a special type of set-valued tableau in which
each box contains a single entry.

A set-valued tableau is said to be semistandard if all entries of any box B
are less than or equal to all entries of the box to the right of B and strictly less
than all entries of the box below B.

1 2,3 3 1467 7.9

2 4,5,71 8,9

4,6 8

Figure 1: A semistandard set-valued tableau



If p = (p1,. .., 1) is any partition, then a set-valued tableau S is said to be
on p if, for every entry x of S, x < h and

z+c(x) = (@) < s (1)

where r(z) and ¢(x) are the row and column numbers of the box containing x.
Note that the condition x < h is required for p,,, and thus (1), to be well-defined.

Example 2.1. Let A\ = (2,1), p = (4,4,2,1). The following list gives all
semistandard set-valued tableaux on u of shape \:

1 1 1 2 1 1 1 2 2 2 1,2 2
2 2 3 3 3 3
11,2 1 11,2 1 1 1 2 1 11,2

2 3 2,3 2,3 2,3

Denote the set of semistandard set-valued tableaux on i of shape A by SSVT ,
and the set of semistandard Young tableaux on u of shape A by SSYT) ,.

Proposition 2.2. Let A = 7(a), p=n(8). Then
. o t3(d+1—=
() Xaldey = (0 2 (20— ).

SESSVTy,, zes N B/ (@te(@)—r(

(ii) [Xalules = > T] (tots1-2) = torwre—ra)-

SESSYTs, z€S
Example 2.3. Consider Grzg, a = {1,3,5}, 6 = {2,5,6}. Then l(a) = 3,
m(a) = (2,1,0), 7(B) = (3,3,1). The semistandard set-valued tableaux on ()
of shape w(«) are:

Therefore,
aliler == [(2 1) (-0} (Z 1)+ (2 -0) (2 -1) (£ 1)
)G E-) @)

(Xalules = (te — t1)(te — t3)(ts — t1) + (te — t1)(ta — t2)(t5 — t1).



Remark 2.4. In Proposition 2.2(i), the condition that S is on p implies that
each term in the product is of the form ¢,/t, — 1, b > a, and in Proposition
2.2(ii), the condition that S is on u implies that each term in the product is of
the form ¢, — tq, b > a. Indeed, for 4 = 7(3), one can show that pu; = #{i €
{1,...,n—d} | /i) < B(d+1—-3)}, 5 =1,...,d Therefore i < pu; <=
B'(i) < B(d+1—j). Substituting ¢ = = + ¢(z) — r(z), j = x, we obtain:
(1) <= z+clx) —r(x) <py <= Fz+clx)—r) <Bd+1-=z).

3 Equivariant K-Theory in Affine Spaces

The equivariant K-theory K5(V') of an algebraic variety V' with a T action is
defined to be the Grothendieck group of equivariant coherent sheaves of Oy
modules. If Y C V is a T-stable closed subvariety, then we define [Y]x to be
the class of the structure sheaf Oy of Y.

In this section we assume that V is the affine space C™. In this case, the
notion of coherent sheaves of Oy modules can be replaced by that of finitely
generated C[V] modules. If Y is a T-stable closed subvariety of V', then [Y]x is
just [C[Y]]x. We also have that K}(V) = K5(0), which can be identified with
the representation ring of T, R(T) = C[tF!, ... tF1].

For any (possibly infinite dimensional) T-module L, define
Char(L) € C[[t5,..., 5] to be the character of L under the T action (one
also views Char(L) as the Z"-graded Hilbert function of L, where each character
of L is graded by its T-weight). For d € Z™, define C[V](—d) to be C[V] with
modified T-action: the characters of C[V](—d) are the same as those of C[V],
but with weight t times greater. We use the standard identification

4 _ Char(C[V](~d)
Char(C[V])

Let Y be a T-stable closed subvariety of V. There is a free equivariant
resolution

[CVI(-d)lx =t

0—-& — - — & —>(C[Y] — 0, where Ei:@C[V](—dij)-

Jj=1

Since

@RZXNMdek:imeQWF%Wi Char(&;)

2 4" Char(C[V]) ~ Char(C[V])’
it follows that
L rer s i+1 Char(&)  Char(C[Y))
V] =Y (1) &) = > (-1)"F Char(©V]) ~ Charc))’ 2

i=1 =1



Example 3.1. Let V = C3, and let y1,y2,y3 € C[V] be the standard coordinate
functions on V. Suppose that T = (C*)* acts on V, and hence on C[V], and
suppose that for t = diag(tq,ta,t3,t4) €T,

12 ta

t(y1) = ot t(y2) = 7 Y2 t(ys) = t1 > ys.
1 3
Then
o t4 g tg J _o\k 1
oy = 32 (1) (2) 3 - .
2 &) 6 T e

LetY C V be the y;-azxis. Then

&\ 1 A=)
Chan(ClY) =2 ()~ 5T a-m0- 505

Therefore, by (2), [Y]x = (1 — 2—2)(1 —t7%).

Let y1,...,Ym € C[V] be the standard coordinate functions on V' = C™. We de-
note by V({y;,, ..., ¥j, }) the coordinate subspace of V' defined by the vanishing
of Yjiy. ooy Yjp-

Lemma 3.2. Let x;, t = 1,...,m be characters of T. Suppose that T acts on
V', and hence on C[V], and suppose that t(y;) = xi(t)y;, t €T, i=1,...,m.
(i) If W C V is the coordinate subspace W =V ({y;,,...,y;.}), then

(W= (1= x5 (8)) -+ (1 = x5, () (3)

(11) If W C V is the union of coordinate subspaces W1, ..., Wy, then

M=

We=> (=177 > Wi, NN W (4)

1 1<iy<--<i;<q

<.
Il

Proof. (i) is an easy generalization of Example 3.1.
(ii) By the inclusion-exclusion principle,
Char(W) = Char(W, U --- U W)
= zq:(—mﬂl > Char(W;, n---NW;))
j=1 1<iy <-<i;<q
The result now follows from (2). O

Note that each W;, N---NW;; in (4) is itself a coordinate subspace, so (3) can
be used to compute its class.



4 The Class of an Opposite Schubert Variety

The Pliicker map pl : Grq,, — P(AYC") is defined by pl(W) = [wi A - - Awa],
where {w1,...,wq} is any basis for W. It is well known that pl is a closed
immersion. Thus Grg, inherits the structure of projective variety, as does
Xa C GT’dﬁn.

Reduction to an Affine Variety

Under the Pliicker map, e maps to [eg, A---Aeg,] € P(AYC™). Define pgs to be
homogeneous (Pliicker) coordinate [eg, A -+ Aeg,]* € C[P(AYC™)]. Let Op be
the distinguished open set of Grg ,, defined by pg # 0. Then Og is isomorphic
to the affine space C*"~9 with eg the origin. Indeed, Op can be identified
with the space of matrices in M, x4 in which rows (1,..., 84 are the rows of
the d x d identity matrix, and rows 'y, ..., 3 ,_, contain arbitrary elements of
C. Under this identification, the rows of Og are indexed by {1,...,n}, and the
columns by (.

Example 4.1. Letd=3,n=7, 3 =1{2,5,7}. Then ' ={1,3,4,6}, and

Yi2 Yis Y17
1 0 0
Ys2 Y35 Y37
Op=1q |va2 vas Yar|,¥ar €C
0 1 0
Ye2 Yes5 Y67
0 0 1

The space Og is T-stable, and for t = diag(ty,...,t,) € T and coordinate

functions yq, € C[Og],
ty

t(Yar) = 7 Yab- (5)

The equivariant embeddings eg 4 Op LA G7rg4,n induce homomorphisms
* L 3% s
Kr(Gran) = K1(0p) = Kr(ep).

The map j* is an isomorphism, identifying K}.(Og) with K(eg). Define Y, g =
XaoNOg. We have

[Xalles = 57 0 k™ ([Xalx) = 7" (k7 Xalk) = 5" ([Yaplx) = Yol (6)
Applying analogous arguments for equivariant cohomology, we obtain

[on]H|eﬁ = [Ya,B]H' (7)



Reduction to a Union of Coordinate Subspaces

Let A = w(a), p = w(B). Let SVT, , denote the set of all set-valued tableaux
(not necessarily semistandard) of shape A on p. For S € SVT, ,,, define

Ws = V{¥s' (atc(@)—r(2)),8(d+1-): T € S}), (8)

a coordinate subspace of Q3. Define

Was= | We (9)
PESSYTy

The following lemma, whose proof appears in Section 6, reduces our problem to
computing the class of a union of coordinate subspaces.

Lemma 4.2. [Y, glx = [Wa gl

Let R and S be two set-valued tableaux of shape A. Define the union RU S
to be the set-valued tableau of shape A whose entries in each box are the unions
of the entries of R and the entries of S in that box. If R and S are both on u,
then RU S is on p, and Wgrys = Wr N Wg. We say that R is contained in
S, and write R C S, if each entry in each box of R is also an entry in the same
box of S. In this case, if S is on u, then R is on pu.

Let S be a semistandard tableau of shape A. Define SSYT(S) to be the
set of semistandard Young tableax of shape A\ which are contained in S, and
define gg = | SSYT(S)|. Define Ng ; to be the number of j element subsets of

as _
SSYT(S) whose unions equal S, and define Ng = Y (—1)/"'Ng ;.
j=1

13 —x
Lemma 4.3. [W, glx = Z Ng H (1 — M).

SeSVTy,  x€S tpr (@te(@)—r (=)

Proof. Let Pi,..., P, be an enumeration of SSYT) ,,. Note that for any S €

10



SVT) ., SSYT(S) C SSYT\ ,; thus gs < ¢. By (9) and Lemma 3.2(ii),

[Wa,ﬁ]x = [VVP1 J---u qu]K

[
M=

(_1)j+1 Z [WP'LI n---n sz'j]K

1 1<iy<--<i;<q

(_1)j+1 Z [WP'LI U"'UPij]K

1<iy<-<i;<q

GHEEEDS S Wk

1 SESVTy,, PiyuUUP;; =5,
1<iy<-<ij<aq

S YT Ne, (Wl

j=1 SESVTy,,

S SN W

SEeSVTy, j=1

Z Z JHNSJ WS]

SeSVTy,, j=1

> Ns[Wslk.

SESVTh .

<.
Il

<
Il
—

I I
- I[-

<.
Il

By (8), (5), and Lemma 3.2(i), for each S € SVT} ,,
t —
Wsle = ] <1 _ M) _
iy bpr (atc(z)—r(x))
O

For set-valued tableau S, define |S| (resp. ||:S]|) to be the total number of entries
(resp. boxes) of S. The proof of the following Lemma appears in Section 7.

Lemma 4.4. (i) If S is semistandard, then Ng = (—1)ISI+ISI,
(i) If S is not semistandard, then Ng = 0.

11



Proof of Proposition 2.2. (i) Combining the preceding reductions and lemmas:

[Xa]K|eg = [Yaﬁ]K
= [Waﬁ]K

Z NSH<1— t6(d+1—x) >

SeSVTx,  x€S tpr (@te(@)—r(x)

- ¥ |S|+||S|H< tp(d+1-a) )

SeSSVTa z€S B (z+c(z)—r(z))

EILCEEDY SH( W—M)

SESSVT, zes B’ (z+e(z)—r(x))

I (=]

SESSVTs, z€S tpr (@+e(a)—r(a

(ii) By (??) and [KMO5], Lemma 1.1.4, [X4 glule,(t) equals the sum of the
lowest degree terms of [X4,gli|e; (1 —t). One checks that the sum of the lowest
degree terms of

[(Xagliles (1 —t) = (—1)l(a) Z H ( L —tg(a+1-2) ; — 1)

SESSVT, , z€S L= tp(@te()—r(

equals

Yo I oo = torre —ren) -

SESSYT , z€S
O

5 Families of Nonintersecting Paths on Young
Diagrams

In this section, we introduce a set F , of families of nonintersecting paths on
Young diagrams, which we then show to be identical to the set f;\’) of families
of nonintersecting paths which appear in [KR03], [Kra01], [Kra05], [KLO03], and
[Kre05], despite the fact that 7, and FY , are defined quite differently. Thus
one can view the result of this section as giving an alternate way of defining or
expressing the path families of [KRO03], [Kra01], [Kra05], [KLO03], and [Kre05].
In terms of this alternate definition, one can more easily see the equivalence
between the path families and the other combinatorial models in Section 6.

Let p1 be a partition and D, the corresponding Young diagram. We denote by
(i, ) the box of D,, at row ¢ (from the top), column j (from the left). We impose
the following order on boxes of D,: if (,7), (k,l) € D,, then (i,5) < (k,1) if
1 <kandj<lI.

A path on D,, is a path of contiguous boxes of the Young diagram D,, which

12



(i) moves only up or to the right, and

(ii) begins on the lowest box of a column and ends on the rightmost box of a
row.

Note that a path on D, may consist of only one box. In this case, the box must
be a lower right corner of D,,. We define the greatest lower bound of a path
P, or glb(P), to be the greatest lower bound of all the boxes of P. Explicitly, if
the left endpoint of P is the box (i, j) and the right endpoint is the box (k,1),
then glb(P) is the box (k, j) € D,,. In particular, the endpoints of P determine
glb(P). We impose the following order on paths on D,,: if P, P’ are paths on
D,,, then P < P’ if glb(P) < glb(P’).

Denote by F,, the set of families of nonintersecting paths on D,. Let F' € F,.
Define the support of F', Supp(F'), to be the set of all boxes in all paths of F'.

Example 5.1. A family F = {Py, P>, P3, P4} of nonintersecting paths on D,,,
w=1(9,9,9,9,8,8,6,6,3,1). We have glb(P1) = (1,1), glb(P) = (3,5), glb(P;) =
(577), glb(P4) = (972), and Pl S P2 S P3, Pl S P4.

1 2 3 4 5 6 7 8 9

1

2 r---‘I
3 r‘ r--
4 Py I r‘

5 =il 1B

6 r-‘ P2I [ |
- = |

Sl IBEDEL

9 I |

10 I

Lemma 5.2. Supp(F) uniquely determines the paths of F.

Proof. In other words, if Supp(F’) = Supp(F), then F/ = F. Our proof is by
decreasing induction on the number m of paths of F. If P is a minimal path
of I, then one sees that P must also be a path of F’. In particular, the result
for m =1 holds. If m > 1, then Supp(F’ \ {P}) = Supp(F’) \ Supp({P}) =
Supp(F) \ Supp({P}) = Supp(F \ {P}), and F'\ {P} has m — 1 paths. Thus by
induction F’\ {P} = F'\ {P}, which completes the proof. O

Let A < p, ie., A\; < p; for all ¢. Then Dy naturally embeds in D,, in such a
way that both Young diagrams share the same top left corner. In this way, Dy
can be viewed as a subset of D,.

Lemma 5.3. There exists F' € F,, such that Supp(F) = D, \ D,.

Proof. We use decreasing induction on the number of boxes of D, \ Dy. One
can form a path P on D,, consisting of boxes (i,j) € D, \ Dy such that (i —
1,j—1) & D, \ Dy. This path moves along an upper left boundary of D, \ D.
Now D’ = Dy U P is a Young diagram contained in D,, and D, \ D’ has
fewer boxes than D, \ Dy. Thus by induction there exists F’ € F,, such that
Supp(F') = D, \ D' = (Dp\ D) \ P. Set F = F' U {P}. O

13



By Lemma 5.2, the family F of Lemma 5.3 is uniquely determined. We call this
family the top family on D, for A and denote it by F' )\tip.

Example 5.4. The family F)\tip, where = (7,6,6,6,3,3), A = (3,2).

If F € F,, then we define twist(F') = {glb(P) | P is a path of F'}, and we
call this the twist of F. (In Example 5.1, twist(F) = {(1,1),(3,5),(5,7),(9,2)}.)

Lemma 5.5. If twist(F,P) = twist(F;pr), then v = .

Proof. By decreasing induction on p. Let b € D, be a maximal element of
twist(F)\t‘Lp), and thus also of twist(F,/%P). Then b = glb(P) for some maximal

path P of F )\t_f’, which runs along the lower-right boundary of D,. Likewise,
b = glb(P’) for some maximal path P’ of F,/9?, which runs along the lower-right
boundary of D,,. Since P’ and P are paths with the same greatest lower bound,
and they both run along the lower right boundary of D,, P’ = P.

Now D, \ P = D,, for some p/ < p. We have that F)\t_ff = F;f;p \ {P},
F, % = F\""\{P}, and thus twist(F,, /) = twist(F},,)\{b} = twist(Fx ,.)\{b} =
twist(F, ). Therefore v = X follows by induction. O

Suppose that D, contains the four boxes (i,7), (i + 1,7), (i, + 1), and
(t4+1,74 1) (which make up a square), and that F contains (i +1, j), (¢, + 1),
and (i + 1,7 + 1), but not (¢,5). One checks that these three boxes must lie
on the same path P of F'. We apply a ladder move to F by altering P as
follows: the box (i + 1,7+ 1) of P is removed and replaced with the box (i, j),
thus obtaining a new path P’ on D,,. The resulting path P’, combined with the
paths of F' other than P, form a new family of nonintersecting paths F’ on D,,.
We denote this ladder move by F — F’. Note that a ladder move is invertible.
We call the inverse of a ladder move a reverse ladder move.

14



Example 5.6. Let F' be the following family of nonintersecting paths on D,
w=(6,5,5,4,4,1):

The following two ladder moves can be applied to F:

M= =
o — i
i == g i == g
= =
2 I re
B L

A family of nonintersecting paths on D, for ) is an element of F,
which can be obtained by applying a succession of ladder moves to F' )\tj‘p. The
set of all families of nonintersecting paths on D, for A is denoted by F» ,.

Example 5.7. The following diagram shows F ,, as well as all possible ladder
moves, where u = (4,4,3,3,1), A = (2,1).

| — Jri — Jlri

——

r‘r L] Ir L]
[ ILin
[ —[r
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The Set Fy, of Path Families

We say that a set of boxes § C D, is a twisted chain if for any two boxes p,
’
pin S:

1. p and p’ lie on different rows and different columns of D,,.
2. Either p < p/, p" < p, or {p,p'} has no upper bound in D,,.
Example 5.8. The shaded bozes form a twisted chain in D,,.

1 2 3 4 5 6 7 8 9

. H
B
Note that, for example, {(10,2),(5,4)} has least upper bound (10,4), which is
not i D,,.

© W N U oA W N R

=
o

It follows from the definitions that if F' € F,,, then twist(F') is a twisted
chain of D,. Define

Frp=A{F € Fu| twist(F) = twist(Fy7)}.

Untimately we will be interested in the set FY ., of families of nonintersecting
paths on D, which is defined below. We 1ntroduce F J! order to break up
the proof that F , = FY , into two parts: Fy , = F} , and Fan=Fxpu

Lemma 5.9. 7} = Fi .

Proof. We remark that applying a ladder move to any family in F) , does not
alter its twist. Thus ladder moves preserve Fj JWE Also F titp e F} A Since
F,u is by deﬁnltlon the smallest subset of F,, preserved by ladder moves which
contains F P Fau C ‘7:;

Next suppose that F 6 .7-";\)”. By applying a succession of reverse ladder
moves to F, Fufzp can be obtained, for some v < u. Since reverse latter moves
do not alter twist, twist(F,P) = twist(F) = twist(FtoP). By Lemma 5.5,
v = A. Thus F can be obtained from F by applying ladder moves, which
implies ' € F) ,. Hence ‘7:’) C Fxpu- O

Let A < p, and define o = 7= 1(\), 3 =71 (u). In [Kre05], it is shown that
there exists a unique twisted chain Sy, = {(z1,v1),...,(z, )} C D, such
that a = B\ (8(d+1—22),....B(d+ 1 —2)} U {5 (1), ... 5 ()} Define

F, =1{F e F, | twist(F) = Sx.}.
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It follows from the definitions that 7Y = F) , if and only if twist(F;pr) = Sx -
We first prove this for the case where A and p are such that D, \ D) consists
of a single path.

Lemma 5.10. Let P be a path which moves along the lower right border of D,
so that D, \ {P} = D,, for some v < p. Then twist(F,P) =S, ,.

Example 5.11. Letd =5,n=9. Let p = (4,4,3,3,1), and let P be the path on
D,, shown below. Then D, \ P = D,,, where v = (4,2,2,1,1). We have Fl,f‘;p =
{P}, and twist(F}P) = glb(P) = (2,2). Let § = n'(u) = {2,5,6,8,9},
a=r"1v)=1{2,3,56,9}. Thena=p8\8U3=73\856+1-2)UpB'(2), so
Suu = (2,2), which agrees with twist(F,/P).

1 3 4 7 1 4 7 8
9 9 | ]
8 r- 6
6 PI 5
5 -‘ 3
2 27

D, D,

Proof of Lemma 5.10. For i =1,...,d, define i = d 4+ 1 — i; thus if a box is on
row i of D,, counting from the top, then it is on row ¢ counting from the bottom.
Let (z,y) = glb(P) = twist(F,P). Let § = 7~ '(u) and a = 8\ (T) U §'(y).
By definition, Sy(a), = (z,y). We shall obtain the result by showing that
() = v.
Note that
D, ={(u,v) €{1,....d} x{1,...,n—d} | B(w) > B'(v)}.
Let w = min{u | B(u) > B'(y)}, and note that w < Z. We have

a={B(1),..., 80w —1),8(y), Bw),...,8& - 1), 67), BE +1),...,5(d)}.

Therefore,

B(4), i<w or i>7T
a(i)=<pGE—-1), w<i<T
gy, i=w
We have
(m(a))i = a(i) — (i)

B(i) — 1, i<w or i>7

=<BGE—-1)—i, w<i<T
Bly)—w, i=w
1, i<w or i>T

=i —1, w<i<zT-1
y—1, i=w

= Vi,
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where we use the facts that 3(7)— (1) = u;, B(i—1)— (i) =B8(i +1)—(i +1)—1 =
pit+1 — 1, and B'(y) —y =w— 1. U

Lemma 5.12. For any A < p, twist(F)f_’(Lp) =S\ u-

Proof. Define 3 =m"1(u), a =7~ 1(\), and let {(z1,y1), ..., (¥, y1)} = twist(F)\tjbp).

We wish to show that a = S\{B(d+1—z1), ..., B(d+1—z¢) }J{B (y1),..., 5 (y:)}
We use decreasing induction on ¢, the number of paths in F' ;lp. Fort =1, the

result is identically Lemma 5.10. Suppose that ¢ > 1. Let P be a maximal path

of F;ip. Then P runs along the lower right border of D,,, so D, \ P = D,, for

some v < p. Define v = 771(v), and assume that (z;,y;) = glb(P) (re-indexing

if necessary). By Lemma 5.10,

y=06\B(d+1—z:) U (ye). (10)

Now F;)C;p = F/\tjf \ {P}, whose twist is equal to {(z1,v1),..., (Te—1,¥t—1)}

Thus by induction,

a=y\{Bld+1-=21),....8(d+1—-ze-1)} U{B (1),.... B (y—1)}. (11)
Combining (10) and (11), we arrive at the result. O
From Lemma 5.12, we obtain
Lemma 5.13. ) =7} ,.

Now Lemmas 5.9 and 5.13 imply

Lemma 5.14. F{ =7\ ,.

6 From Path Families to Semistandard Young
Tableaux

Lemma 4.2 follows from a result of [KR03], [KLO03], and [Kre05] which gives an
equivariant Grobner degeneration of a Schubert variety in the neighborhood of
a T-fixed point to a union of coordinate subspaces. However, whereas the result
of [KR03], [KL03], and [Kre05] is expressed in terms of the set 3 , of families of
nonintersecting paths on Young diagrams, our results, and in particular Lemma
4.2, require the semistandard Young tableaux SSYT} ,. Most of the previous
section and this one are taken up in showing the equivalence between these two
combinatorial models. In the previous section we showed that 7Y = Fy,. In
this section, we introduce a new model, ‘subsets of Young diagrams’. We will be
interested in a certain set of subsets of the Young diagram D, which we denote
by Dy,,. We show that F, , and SSYT) , are both equivalent to D, ,, and
thus are equivalent to eachother. We summarize the steps we take in showing
the equivalence between FY  and SSYT} , as follows:

//\/w = Fxpu < Drp—— SSYT),

18



The subsets D) ,, which were discovered independently by Ikeda-Naruse [IN],
are similar to RC graphs or reduced pipe dreams [BB93, FK94, KMO05] for
Grassmannian permutations.

Subsets of Young Diagrams

Let u be a partition and D, the corresponding Young diagram. Lemma 5.2 tells
us that a family of nonintersecting paths on D,, is completely characterized by
its support. This suggests that in order to study families of nonintersecting
paths on D, it suffices to study the supports of these path families (or the
complements in D,, of their supports). This motivates the following definitions.

A subset of D, is a set of boxes in D,,. Let D be a subset of D,. Suppose
that D, contains the four boxes (i,j), (¢ + 1,7), (¢,j + 1), and (i + 1,5 + 1)
(which make up a square), but of these four boxes, D only contains (7, ). Then
a ladder move removes (i, j) from D and replaces it with (i4+1, 7+ 1), thereby
obtaining a new subset D’ of D,. We denote this ladder move by D — D’'.
Note that a ladder move is invertible. We call the inverse of a ladder move a
reverse ladder move.

Example 6.1. Let D be the following subset of Dy, p = (6,5,5,4,4,1) (bozes
of D are shaded):

The following two ladder moves can be applied to F:
‘ t ‘
1’ - T

bt

Let A be a partition with A < p, i.e., A\; < p; for all . Embed the Young
diagram Dy in D, in such a way that both Dy and D, share the same top
left corners. The subset of D,, consisting of all boxes in this embedded Young

diagram is called the top subset of D, for A\ and denoted by D;f’lf .
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Example 6.2. The subset D;?ﬁ, where p = (7,6,6,6,3,3), A= (3,2).

A subset of D, for A is a subset of D, which can be obtained by applying a
succession of ladder moves to the top subset of D, for A\. The set of all subsets
of D, for A is denoted by D, .

Example 6.3. The following diagram shows Dy ,,, as well as all possible ladder
moves, where p = (4,4,3,3,1), A = (2,1).

lﬁﬂﬁ@_}
A ~
/N

Semistandard Young Tableaux

=
RN

/7

A ladder move on a semistandard Young tableau is an operation which incre-
ments one of the entries of the tableau by 1 and results in a semistandard Young
tableau. Note that a ladder move is invertible. We call the inverse of a ladder
move a reverse ladder move. Recall that a semistandard Young tableau is on
w if each of its entries satisfies (1). Let A < u. Define the top semistandard
Young tableau on p of shape A to be the (semistandard) Young tableau of
shape A whose i-th row is filled with i’s. This definition does not depend on p.

The set of all semistandard Young tableaux on p of shape A, SSYT) ,, is
precisely the set of semistandard Young tableaux on g which can be obtained
by applying sequences of ladder moves to the top semistandard Young tableaux
on p of shape A. This follows from the facts that (i) by applying a sequence
of reverse ladder moves to any semistandard Young tableau of shape A, the top
semistandard Young tableaux on p of shape A can be obtained, and (ii) reverse
ladder moves preserve (1).
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Example 6.4. The following diagram shows SSYTy ., as well as all possible
ladder moves, where p = (4,4,3,3,1), A =(2,1).

1] 2] 1] 2] 2]2]

/l |3 3 ~
V] VAN 2 2]
2] ~~ /i

1]1] 11 1]2]
3 4] 4]

The Equivalences F) , «+— D), and D, , «— SSYT,,
Recall that

F, = the set of families of nonintersecting paths on D,

Fx,u = the set of families of nonintersecting paths on D, for A

F )\t_ip = the top family of nonintersecting paths on D,, for A

D,, = the set of subsets of D,
Dy, = the set of subsets of D,, for A

D;f’i = the top subset of D,, for A

SSYT) ,, = the set of semistandard Young tableaux on p of shape A

N o0 = the top semistandard Young tableaux on y of shape A
Define h : Fx, — Dxu by h(F) = D, \ Supp(F). Then h maps F;f;p to
D;Oﬁ’ and commutes with ladder moves. Therefore it restricts to a map from
Fa,u to Dy . Injectivity of h follows immediately from Lemma 5.2. To show
surjectivity, assume that h(F) = D, for some D € D,, F € F,. Suppose that
a ladder move is applied to D to obtain D’. Then there is a corresponding
ladder move which when applied to F' yields F’ such that h(F’) = D’. Thus
surjectivity of h : Fy , — Dy, follows by induction on number of ladder moves.

We next give a bijection g from Dy , to SSYT) . Let D € D, ,. By applying
a sequence of reverse ladder moves to D, D;i‘j can be obtained. This sequence
of reverse ladder moves takes the box (z, y) of D to some box (i y, jz,y) of D;?}f.
Note that (igy, jz,y) depends only on  and y (and D), and not on the sequence
of reverse ladder moves. Let g(D) be the tableau of shape A which, for each box
(x,y) of D, contains entry  in box (iyy, jz,y). The definitions of ladder and

reverse ladder moves on subsets of D), imply that g(D) is semistandard. Also,
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since (z,y) € Dy, y < p(x); thus y—a = jy y — i,y implies x4+ jz y — i,y < p(z).
Therefore g(D) is on p.

To show that g is bijective, we give the inverse map f from SSYT , to Dy ,.
Let P € SSYT) ,,, and let f(P) be the subset of D,, which, for each entry = € P,
contains box (x,z — r(z) + c(x)) of D, (where recall that (r(x), c(z)) is the box
of x in P). Since P is on p, (x,z —r(z) + ¢(x)) € D,; thus f(P) is indeed in
D,. Let P)\tﬁip denote the top semistandard Young tableaux on u of shape A.
Because f(P;pr) = D;if’ and f commutes with ladder moves, f(P) € Dy ..

Proof of Lemma 4.2

Let A = n(a), p = 7w(8). Let {va | (a,b) € B8’ x B} C Op denote the basis dual
to the basis of linear forms {ya | (a,b) € 8’ x B} C Op. For F € F,, define
Wg = Span({vﬁ’(z),ﬁ(d+1fx) | (1’, Z) € Supp(F)} U{/Ua,b | (a’7 b) € ﬁl X 57 a > b})

In [KR03, KL03, Kre05], an explicit equivariant bijection (which is called the
bounded RSK in [Kre05]) is constructed from (C[UFG]_-;, W] to C[Yy,5]. Thus

in light of Lemma 5.14,

Char(C[Ya,s]) = Char (C | |J Wg| | =Char|[C| [J Wr||. (12)
Fery, FeFx .,

For z € {1,...,d}, z € {1,...,n — d}, we have that (z,2) € D, <= z <
pe <= 0'(z) < B(d+1—z) (see Remark 2.4). Thus {(a,b) € §'x8 | a < b} can
be expressed as {(3'(z), 8(d+ 1 —x)) | (x,z) € D,}. Let F € Fy,, D = h(F),
and P = g(D). Since Supp(F) and D are complements in D,,,

B x B=A{(B"(2),8(d+1—2)) | (x,2) € Supp(F)} U{(a,b) € ' x B ] a > b}
U{(B'(2), B(d +1—-1)) | (x,2) € D}.

Therefore

Wr =V {ys(2),p0a+1-0) | (,2) € D})
= V{yp (v—r(@)+e(@)),8(d+1-2) | T € P})
= Wp.

Consequently, Upcr,  Wr =Upessyr, , WP = Wa g, and thus

Char | C U Wpg| | = Char | C U Wp| | = Char(Wy g). (13)
FEFr, PESSYTy,,

Combining (12) and (13), we obtain Char(C[Y,,g]) = Char(C[W,g]). By (2),
[Ya,slic = [Wa,]x
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7 Computing Ng

In this section we prove Lemma 4.4.

For a set-valued tableau S, we denote by S; ; the set of entries of S which
are contained in the box with row and column numbers ¢ and j respectively, and
we denote by S; j1,...,5 - the entries of S; ;, which we assume are listed in
increasing order. We define My (S) to be the k-element subsets of SSYT(S), and
N (S) the k-element subsets of SSYT(S) whose unions equals S. By definition,
Ns i = [Ni(9)].

Define a generalized set-valued tableau to be the assignment of a possibly
empty set of positive integers to each box of a Young diagram. If S and R are
two set-valued tableaux of the same shape, then the difference S\ R is defined
to be the generalized set-valued tableau of the same shape as S (or R) with
(S\ R);,; = Si; \ Ri; for all 4,j. Recall that we write R C S to indicate that
R;; € S;; forall ¢,5. If R C S, and S is clear from the context, then we
also denote S\ R by R. The only generalized set-valued tableaux which appear
in this section in which boxes may be empty occur explicitly as differences of
set-valued tableaux.

Lemma 7.1. Ng = Z (=118l — Z (—1)IE.
RCS RCS
SSYT(R)=0

Proof. 1f gs = 0 (i.e., SSYT(S) = 0), then for every set-valued tableau R C S,
SSYT(R) = (; thus the result is trivially true. Assume ¢g # 0.
For k > 1, we have that NV (S) = My(S)\ U My(R); by the inclusion-
RCs

exclusion principle,
N(S) = 3™ 1B () = S (1) (1SSYTARI _ §~ Ly (0

where we use the convention (Z) =01if a < b. Thus,

Ns = 3 (~1) 1 N(S)]
k=1
_ - \k+1 _\IRI{4R
> S (- (%)
_ _1)IRl S _pkr (IR
PO (%)

The result now follows from the fact that for any R C S, ¢r < gs, and therefore
i(—mkﬂ <‘1R> _J1 ifgr#0
1 k 0 if qr = 0.
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The following Lemma gives the value of the first summation in Lemma 7.1.

Lemma 7.2. Z (—1)§ — (_1)|S|+IISH'

RCS
Proof.
E (_1)E: E E (_1)\51,1\31,1\+'”+\5'u,u\Ru,v\
RCS R1,1CS1,1 Ru,v CSu,v
Ry,1#0 Ry v #0

I S (-psal

'LJ lecslj
R, j 70

IS o

/
ij R} GSi;

154,41-1

-1y ()
=[I=n

2%
— (—1)ISIHISI

O

If S is semistandard, then for every R C S, SSYT(R) # 0. Thus Lemmas
7.1 and 7.2 imply Lemma 4.4(i).

The following Lemma gives the value of the second summation in Lemma
7.1 when S is not semistandard. Lemmas 7.1, 7.2, and the following Lemma
imply Lemma 4.4(ii).

Lemma 7.3. If S is not semistandard, then Z (—1)@| = (—1)!SIFlsl,

RCS
SSYT(R)=0

Proof. Define Z(S) ={R C S| SSYT(R) = 0}, so that
S = N (—lEL (14)
RCS ReZ(S)

SSYT(R)=0

We make a series of reductions.

Let « and y be the row and column numbers of a box of S where semistan-
dardness is violated either on the top or left, but not on the right or bottom.
Define

Z/(S) = {R € Z(S) ‘ {Sw,y,l} = Rw,y}
Z'(8) ={R € Z(9) [{Sow1} & Ray}
2(S) = {R € Z(S) | Suy & Ru}-
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Then Z(S) = 2'(S) U 2"(S) U Z2"(S). Consider the bijection from Z”(S) to
Z"(S) defined by R — R\ Sg4,1. The set-valued tableaux paired under this
bijection contribute opposite signs to (14). Thus

> (= 37 (i (15)
REZ(S) Rez'(9)
Let g = S;,y,1. Define
V'(S)={Re Z'(S) | Ru—1yk < g, Rz y—1,1 < g, some k,l}
V'(S)={R€ Z'(S) | Ru—14k > g, all k}
V"(S)={Re€ Z'(S)| Ryy—1,x > g, all k}.
(

Then Z'(S) = Y'(S) U (V"(S)UY"”(S)). Therefore

ReZ'(S) ReY'(S) ReY"(S)

+
]
T
=
E
|

D G S LN (1)

ReY"(S) REY"(S)NY"" (S)

We compute the last three summations on the right hand side of (16). Assume
that Y”(S) # 0. Let S’ be the tableaux obtained from S by removing all
entries other than g from S, , and all entries less than g from S;_;,. Then
Y'(S)={R c S'}. Thus

Z (=18l = Z (—1)I5\Rl

ReY"(S) RCS’
= Y (—n)s\SHIS AR
RCS’
= (—1)IWT ST (cp)lsR

RCS’
(=1)IS\S (1) IS

_ (—1)lsIHIsI

where the seconds to last equality follows from Lemma 7.2, and the last equality
form the fact that ||S’|] = ||:S]|. In a similar manner, one shows that that

S (DE = (SIS y7(s) # 0, and
ReY''(S)

S = (LIS iry(s) N y(s) £ 0.

REY”(S)NY""(S)

Either Y"(S) or Y"’(S) must be nonempty, and if both of them are nonempty,
then so must be their intersection. It follows that

Z (1) = (—q)sI+ISI Z (—1)IE (17)

ReZ/(S) ReY'(5)
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Define

X(S)={Re Y (S)| Roc1ykr <9, Rey—1.<g, all k,1}.

Let A ={aa,...,a,} be the entries of S;_1, which are greater than or equal to
g,let B ={b1,...,bs} be the entries of S, ;1 which are greater than g, and let
t =r+s. For each R € X(S), define Y(S) to be all the set-valued tableaux
obtained by adding elements of A to R,_1 4 and elements of B to Sy y—1. Then

)= | Yas),

ReX(S)

Z (=118l = Z Z (—1)!5\@l

ReY'(S)

REX(S) QEVL(S)

ZS)(_DS\R (<—1)0(é> + (=1 G) T (_Ut(i))

ReX(
= 0. (18)
Combining (14), (15), (17), and (18), we obtain the result.
O
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